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Abstract—This article introduces ConfliBERT-Spanish, a pre-
trained language model specialized in political conflict and vio-
lence for text written in the Spanish language. Our methodology
relies on a large corpus specialized in politics and violence to ex-
tend the capacity of pre-trained models capable of processing text
in Spanish. We assess the performance of ConfliBERT-Spanish
in comparison to Multilingual BERT and BETO baselines for
binary classification, multi-label classification, and named entity
recognition. Results show that ConfliBERT-Spanish consistently
outperforms baseline models across all tasks. These results show
that our domain-specific language-specific cyberinfrastructure
can greatly enhance the performance of NLP models for Latin
American conflict analysis. This methodological advancement
opens vast opportunities to help researchers and practitioners
in the security sector to effectively analyze large amounts of
information with high degrees of accuracy, thus better equipping
them to meet the dynamic and complex security challenges
affecting the region.

Index Terms—NLP, Deep Learning, BERT, Machine Learning,
Spanish, Politics, Conflict, Violence

I. INTRODUCTION

According to the United Nations, Latin America is the
most violent region of the world [1]. Ravaged by political
and criminal violence, political crises, drug trafficking, so-
cial unrest, and mass migration, researchers and authorities
need highly accurate cyberinfrastructure to process massive
amounts of information to meet these security challenges in
an effective and timely manner. An effective security-oriented
cyberinfrastructure in Spanish could potentially help to save
lives and reduce the deleterious impacts of violence in Latin
America. Based on early Natural Language Processing (NLP)

efforts using rule-based approaches in Spanish language [2],
[3], researchers have been developing more advanced Ma-
chine Learning (ML) tools to study political violence [4],
[5], conflict forecasting [6], organized crime [7], and social
unrest [8]. Unfortunately, many of these developments lack the
right domain specificity in Spanish to find effective solutions
to complex NLP challenges.

Recent pre-trained language models like BERT [9] revolu-
tionized our capacity to tackle a variety of NLP tasks such
as text classification, named entity recognition, information
extraction, sentiment analysis, and language synthesis. Unfor-
tunately, many of these tools exclusively work in the English
language and their application to Spanish is limited despite
having about 500 Million speakers worldwide [10]. Part of the
challenge of Spanish NLP rests on the pronoun-drop character
of Spanish. In contrast to non-pronoun-drop languages such as
English, Spanish often omits the pronoun to enable a richer
inflection for the person, number, gender, and tense into the
verb conjugation. This pronoun-drop inflection makes Spanish
NLP analysis particularly challenging.

To address this gap, this research introduces ConfliBERT-
Spanish, a pre-trained language model specialized in political
conflict and violence for text written in the Spanish language.
Based on the initial developments of ConfliBERT-English [11]
and ConfliBERT-Arabic [12], our methodological approach
pushes the technological frontier of Multilingual BERT [9] and
BETO [13], to generate a domain-specific language-specific
language model capable of tackling complex NLP task relevant
to political conflict and violence in Spanish language.
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To develop ConfliBERT-Spanish, we gathered and curated
a large corpus specialized on politics and violence from
multiple sources in Spanish. Our methodology then used this
domain-specific corpus to pre-train ConfliBERT-Spanish using
a continual approach based on Multilingual BERT and BETO,
the two most prevalent generic models in Spanish. By doing
so, we take advantage of the vast learning of those pre-
existing models and develop an enhanced capacity to process
challenging tasks in political violence in Spanish.

We compare ConfliBERT-Spanish against the Multilingual
BERT and BETO baselines in a variety of domain-relevant
tasks that include binary classification, multi-label classifica-
tion, and named entity recognition. Results consistently show
that ConfliBERT-Spanish outperforms generic Multilingual
BERT and BETO across all tasks. These results are consistent
with studies showing performance improvements by domain-
specific pre-trained language models in other fields [14]–[19].

The article proceeds with the following structure. First, we
review relevant research pertinent to our work. Then, we de-
scribe the methodology we implemented to gather our domain-
specific corpus, pre-train our ConfliBERT-Spanish model, and
set up the evaluation tasks. The following section presents the
results of the evaluation. Finally, we conclude by summarizing
our contributions and presenting future research directions.

II. RELATED WORK

Recent pre-trained language models have revolutionized
NLP tools. We discuss how four of the most well-known
models served as building blocks for ConfliBERT Spanish.

A. BERT

The Bidirectional Encoder Representations from Transform-
ers (BERT) language model [20] is based on a sizable corpus
of generic text and uses an unsupervised learning technique
that to predict a word randomly absent in a phrase. Due to
its excellent performance, BERT quickly became the industry
standard for a variety of NLP tasks including sentiment
analysis, question-answering, classification, and translation. To
improve BERT´s performance for certain tasks, a task-specific
layer is placed on top of the pre-trained model, and the entire
architecture is trained on a labeled dataset. This method has
proven to produce cutting-edge outcomes in a number of NLP
tasks. However, BERT’s emphasis on the English language
limits its potential in non-English NLP analysis.

B. Multilingual BERT

To address BERT’s monolingual limitations, researchers
developed Multilingual BERT (mBERT) [9] using a 110k
common WordPiece vocabulary collection that covers 104 lan-
guages for tokenization. Just like the English BERT, mBERT
uses lowercase and accent removal, punctuation splitting,
and whitespace tokenization. However, intricate morphological
systems in certain languages make it difficult for tokenization
to be BERT-compatible, which causes redundancy [21]. Sub-
sequent evaluations show that mBERT performs better than
the original BERT in a number of languages [22].

C. BETO

BETO is a pre-trained language model specifically designed
for Spanish language understanding [13]. BETO is trained
on a large Spanish corpus using the same methodology as
BERT but uses a different tokenization strategy, taking into
account the unique characteristics of the Spanish language.
Like BERT, BETO shows promising results in various NLP
tasks in Spanish. Both mBERT and BETO helped to advance
NLP for Spanish applications but, just like BERT, all these
models are developed using non-domain-specific text focused
on political conflict and violence.

D. ConfliBERT

Research shows that generic language models tend to under-
perform in domain-specific NLP tasks involving specialized
language. For this reason, scholars have been developing
domain-specific pre-trained language models for biology and
medicine [14], [15], law [16], science [17], and even the Dark
web [19]. All these models tend to outperform generic BERT
in domain-specific tasks.

Following the trend of domain-specific models, Hu et
al. [11] developed ConfliBERT, a pre-trained language model
specialized in political conflict violence. ConfliBERT uses a
multitask learning technique on a large domain-specific corpus
to carry out numerous related tasks at once. ConfliBERT shows
excellent performance on a number of challenges involving the
detection of political violence. Similar to other developments,
ConfliBERT uses a task-specific layer on top of the pre-trained
model for fine-tuning and trains the complete architecture on
a labeled dataset for downstream tasks.

Every model has its strengths and limitations. Although
BERT excels in several NLP tasks, it has a narrow concentra-
tion on English language and its generic training faces limita-
tions in domain-specific jobs. In contrast, mBERT and BETO
advance the language frontier by focusing on Spanish, but
their training is not domain-specific. Despite its contributions
to conflict research, ConfliBERT is also monolingual and it
faces limitations in NLP tasks beyond English.

To develop a model specialized in the Spanish language
and the field of political conflict and violence, our work tries
to build on the advantages of earlier language models. By
integrating the features of BERT, BETO, and ConfliBERT, we
aim at developing a Spanish-specific and conflict-specific lan-
guage model capable of accurately identifying and analyzing
instances of political violence from text in Spanish.

III. APPROACH

To develop ConfliBERT-Spanish, we gathered a domain-
specific corpus, pre-trained our language model, and evaluated
it on several downstream tasks (see Figure 1). Our method-
ology begins by constructing a Spanish corpus specialized
in political conflict and violence. Since publicly accessible
Spanish datasets in this domain are scarce, we collected our
own pre-training data. By gathering Spanish conflict texts
from multiple sources, we developed a dataset that caters
specifically to our needs, resulting in improved performance
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Fig. 1: ConfliBERT-Spanish workflow

on political and violence tasks. After building the corpus, we
developed a Spanish-conflict-specific language model using
the BERT-based structure, which has shown successful per-
formance [9], [11], [13]–[17]. After pre-training ConfliBERT
Spanish, our methodology evaluates the model on various
downstream tasks related to political conflict and violence.
The subsections below detail these steps.

A. Corpora Building

To guide the data gathering efforts, we use the CAMEO
ontology [23] that defines conflict as the dynamics of
material/verbal-conflict/cooperation between political entities.
Our corpora integrate 11.7 GB of conflict-related texts from
various sources. First, we crawled Spanish news websites, only
focusing on relevant categories. Also, we crawled the web-
sites of Non-Government Organizations (NGOs) specializing
on violence, crime, human rights, and politics in Spanish-
speaking countries. Lastly, we used Spanish documents from
the United Nations using MultiUN [24], and the European
Union’s Directorate-General for Translation (DGT) [25].

1) News websites: We sourced political conflict and vio-
lence text from 123 news websites in 18 Spanish-speaking
countries. We crawled the ”politics” and ”international” sec-
tions that contain a large amount of conflict-related data.
Although we focused only on relevant news categories, we
could still observe irrelevant texts in the corpus. For example,
some articles cover the Olympic games, which often use
bellicose language similar to that used in conflict stories. To
improve the corpus validity by eliminating non-conflict stories,
we filtered the text using relevant and irrelevant keywords. The
relevant list came from the CAMEO dictionaries [23], [26] and
our own team of conflict scholars created the irrelevant list.
The total size of the Spanish newspaper corpus is 7.8 GB.

2) NGO websites: We crawled conflict-relevant reports and
documents from NGO websites written in Spanish. We se-
lected NGO websites that deal with political conflict, violence,
crime, and human rights, which are highly relevant topics to
our domain. We collected text from 97 NGOs in 8 countries
and it reached approximately 1.1 GB in size.

3) Public dataset: We used public Spanish text from
MultiUN [24] and DGT [25]. MultiUN is a Multilingual
corpus of United Nations documents translated into multiple

TABLE I: Statistics related to the conflict-specific dataset

Parameters Count

Number of Articles 8,275,941
Words (Tokens) 2,070,287,605

Number of Sentences 52,485,055
Average Number of Words Per Sentence 39.45

Overall Token Frequency 6,238,240

languages. DGT dataset is a Multilingual corpus by the Euro-
pean Union’s Directorate-General for Translation. The datasets
mostly include political and conflict-related content reflecting
the activities of the organizations that developed them. The
Spanish text from these databases is approximately 2.8 GB.

Table I describes some of the characteristics of our aggre-
gated domain-specific corpora after filtering.

B. Pre-training

There are two strategies for a pre-training model on a
domain-specific corpus: from scratch (scr) and continual
(cont). The scr strategy refers to pre-training model on the
corpus, starting from zero base, without using the information
learned in pre-existing models. On the other hand, the cont
strategy takes advantage of the learning contained in the
existing model and continues to pre-train it using an additional
domain-specific corpus.

We employed a cont method to fine-tune BERT-based
models to the political conflict and violence domain. For the
method, we used mBERT and BETO as the base models. This
involves initializing the model’s vocabulary and checkpoints
and training them for additional steps using our domain-
specific corpus specialized in political conflict and violence.
Since mBERT and BETO have already been pre-trained on a
generic domain for Spanish, the cont method requires fewer
steps than training a new model from scratch.

C. Evaluation

Most works on pre-trained language models use comprehen-
sive benchmarks in the general NLP [27]–[30]. However, these
generic and English-based benchmarks are not appropriate for
evaluating our Spanish-domain-specific work. As ConfliBERT-
Spanish is originally designed to deal with Spanish text in
political conflict and violence, it requires benchmarks valid
for the Spanish language and in the conflict-related domain. To
address the evaluation challenge of our model, we collected a
diverse set of datasets related to political conflict and violence,
to conduct the evaluation on various downstream tasks. Next,
we describe the datasets used for each downstream task.

1) Binary Classification (BC): Binary Classification is a
basic but essential task for conflict scholars to classify domain-
relevant documents from large-scale news articles. For the BC
task, we built two datasets. For the Huffingtonpost Spanish
dataset, we crawled text from Huffingtonpost Spanish website
and gathered news articles from the politics and international
categories, and labeled them as politically relevant articles.
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In contrast, we labeled articles from the sports and economy
categories as not relevant. For the Protest dataset, we collected
articles from Spanish Gigaword [31], a large collection of news
articles in Spanish. To annotate the data we used the Quad-
Class classification from CAMEO to categorize events as (1)
material conflict, (2) verbal conflict, (3) material cooperation,
and (4) verbal cooperation. For the BC task, we consider both
material conflict and verbal conflict as relevant categories, and
material cooperation and verbal cooperation as not relevant.

2) Multi-label Classification (MLC): Multi-label Classifi-
cation can be a useful task for conflict researchers as they
are often interested in analyzing different types of conflicts.
For the MLC task, we collected two datasets. We first used
the InsightCrime dataset [32] that consists of news articles
reporting organized crime activity in Spanish. We selected
the four most common labels out of an original list of 17
labels. Therefore, the MLC task on the InsightCrime dataset
classifies stories as ”Law Enforcement”, ”Drug Trafficking”,
”Homicides”, and ”Corruption”. We also used the Protest
dataset for MLC classification of the four QuadClass cat-
egories: ”material conflict”, ”material cooperation”, ”verbal
conflict”, and ”verbal cooperation”.

3) Named Entity Recognition (NER): As the goal of Named
Entity Recognition task is to recognize and classify named
entities in a given text, it can definitely be helpful for re-
searchers to detect conflict events and political actors. For
NER task, we used Mx-News dataset [33] based on political
news in Spanish and it considers seventeen classes for entities,
including people names (PER), organizations (ORG), dates
(DAT), title (TIT), toponyms (GPE), political party (PEX),
time expressions (TIM), facility names (FAC), event names
(EVT), addresses (ADD), monetary amounts (MNY), laws
(DOC), product names (PRO), percentage expressions (PRC),
racial characteristics (DEM), age (AGE), and regions (LOC).

IV. EXPERIMENTAL SETUP (P)

A. Pre-training Setup

Using the continual (cont) method previously discussed,
we put ConfliBERT-Spanish into practice. Similar to mBERT-
Base, our architecture has 12 layers, 768 hidden units, 12
attention heads, and 110M parameters in total. We also use
the same vocabulary files as mBERT and BETO. To train the
models, we used two Nvidia A-100 GPUs, each with 10 GB
of memory. We also employed an Adam optimizer [34] with
the learning rate set to a peak value of 5e-5 and then linearly
decaying. We trained the model using 512-byte sequences in
order to accommodate the lengthy paragraphs of the new data.
It took about three days to train each cont model.

B. Fine-Tuning Setup

ConfliBERT-Spanish fine-tunes the model using a task-
specific layer on top of the pre-trained model and trains the
entire architecture on a labelled dataset for downstream tasks.
For the classification tasks, we needed a sequence classifica-
tion/regression head on top of the combined BERT output. We
used cross-entropy loss for BC and MLC. For the MLC tasks,

we employed mean-square loss and fixed the discrimination
thresholds at 0.5. For NER tasks, we predicted the sequence
of BIO tags for each token in the input sentence; BIO tags are
a popular format for tagging tokens in a chunking task. We
also pre-processed the data to verify that it was in the proper
CoNLL format [35]. For all datasets, we used a (60,20,20)
split for training, testing, and development purposes.

BERT models use different casing to accommodate different
tasks. Earlier work [20] utilized uncased models for some tasks
and cased models for NER. Moreover, according to other stud-
ies [15], [17], uncased models for English performed slightly
better than cased models in several domains, specifically when
it comes to NER tasks. We decided to test mBERT and BETO
and our ConfliBERT-Spanish variations in both cased and
uncased variants to assess their performance in Spanish.

Using a single Nvidia A-100 GPU, we optimized our
models over five epochs at a learning rate of 5e-05, a batch
size of 16, and a maximum sequence length of 128 for NER,
and 512 for both classification tasks. We ran all experiments
ten times with different seeds. As performance measures, we
employ F1 score for BC and for the MLC and NER tasks we
use F1 macro, which is the average of F1 score of each class.

V. RESULTS AND ANALYSIS

As Table II uses bold font to identify the best-performing
model for each task. As the resutls show, ConfliBERT-Spanish
consistently exhibited superior performance compared to both
mBERT and BETO across all tasks. ConfliBERT-Spanish
consistently achieved higher F1 scores for BC and macro
F1 scores for MLC and NER in all cases, establishing its
effectiveness and outperforming the baseline models.

1) BC Results: For all cases in BC, ConfliBERT-Spanish
showed improved performance compared to the mBERT and
BETO baseline models. In the BC evaluation on the Huff-
ingtonpost Spanish dataset, ConfliBERT-Spanish based on
mBERT-cased showed the best performance by reaching an
F1 score of 89.60. In the BC task for the protest dataset,
ConfliBERT-Spanish based on BETO-uncased performed best
by reaching an F1 score of 87.25.

2) MLC Results: Our ConfliBERT-Spanish model con-
sistently demonstrates performance improvements across all
scenarios in MLC compared to the baseline models. In
the evaluation of MLC using the InsightCrime dataset, the
ConfliBERT-Spanish model based on mBERT-cased reported
the highest performance with a macro F1 of 77.74. In the
task MLC conducted on the Protest dataset, the ConfliBERT-
Spanish based on mBERT-uncased version outperformed the
other models by achieving a macro F1 of 63.48.

3) NER Results: Finally, results show that ConfliBERT-
Spanish consistently outperforms the baseline models across
all cases in NER tasks. Our ConfliBERT-Spanish model
showed higher F1 macro than those of baselines. Especially,
the ConfliBERT-Spanish version based on BETO-uncased
performed best in NER task by reaching a macro F1 of
83.96. Given that the MX-news dataset contains many conflict-
related entities in political texts, it is possible to state that
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TABLE II: Summary of F1 score results for fine-tuned model evaluation

Dataset Domain Task Models mBERT BETO
cased uncased cased uncased

Huffing
topnpost Politics BC Baseline 87.57 86.29 88.16 87.50

ConfliBERT Spanish 89.60 88.90 88.97 88.54

Protest Conflict BC Baseline 79.56 83.64 82.95 85.54
ConfliBERT Spanish 84.01 83.91 82.96 87.25

Insight
Crime Crime MLC Baseline 74.49 72.35 75.78 75.48

ConfliBERT Spanish 77.74 77.13 77.31 76.15

Protest Conflict MLC Baseline 56.49 46.88 58.07 58.10
ConfliBERT Spanish 57.99 63.48 59.73 59.64

Mx
News Politics NER Baseline 82.92 82.69 83.36 78.72

ConfliBERT Spanish 83.27 83.31 83.60 83.96

our ConfliBERT-Spanish model works well in detecting and
classifying complex NER tasks in the conflict domain.

VI. CONCLUSION AND FUTURE WORK

This research introduces ConfliBERT-Spanish, a domain-
specific pre-trained language model for political conflict and
violence in Spanish. Based on our previous work creating
ConfliBERT in English [11], we advanced the multi-lingual
capabilities of our cyberinfrastructure to study political vio-
lence by developing ConfliBERT-Spanish. For the pre-training
step, we gathered and curated a significant domain-specific
corpus from a variety of sources in Spanish. In the pre-training
stage, we developed ConfliBERT-Spanish by implementing a
continual training approach based on mBERT and BETO, the
two most prevalent generic language models in Spanish.

To assess ConfliBERT-Spanish, we evaluate the perfor-
mance of our pre-trained language model in various domain-
specific NLP tasks using different datasets in Spanish spe-
cialized in the field of political conflict and violence. The re-
sults consistently show that our domain-specific ConfliBERT-
Spanish outperforms generic mBERT and BETO in a variety of
tasks including binary classification, multi-label classification,
and named entity recognition in the relevant domain. These
results are in line with other studies showing the value of
generating domain-specific pre-trained language models that
require specialized language for sophisticated tasks.

These results indicate the tremendous value of ConfliBERT-
Spanish as a useful cyberinfrastructure tool to enhance the
capacity of researchers and decision-makers in the conflict
and security sectors who are interested in monitoring, eval-
uating, and forecasting political violence and conflict in Latin
America. As several researchers, government agencies, and
international organizations have noticed, Latin America is the
most violent region in the world [1] as several countries are
ravaged by political violence, organized crime, and social
unrest. Having a language-specific and domain-specific cyber-
infrastructure capable of analyzing vast volumes of text in
Spanish with a high degree of accuracy will greatly increase

the capacity of scholars to understand the dynamics of political
violence and support government authorities in designing
effective policies to address security challenges.

Our future research will focus on five areas. Given the
scarcity of domain-specific text in Spanish, this develop-
ment used a relatively small corpus to pre-train ConfliBERT-
Spanish. As a first task, we will increase the size of our
domain-specific corpora by combining web scraping, auto-
mated translation, and text augmentation. Second, we will
expand hyper-parameters such as vocabulary size and epochs
to improve ConfliBERT-Spanish performance, and we will
pre-train ConfliBERT-Spanish from scratch. Third, we will
evaluate ConfliBERT-Spanish on more difficult tasks such
as comprehension, inference, question-answering, and uncer-
tainty qualifying. To do so, we will develop our own training
and evaluation databases, thus increasing the availability of
domain-specific resources in Spanish. Fourth, we will de-
velop specific applications for analyzing armed actors and
organized criminal groups in Latin America. Finally, thanks
to NSF support [OAC-2311142], the research team will help
develop a community of ConfliBERT-Spanish users in Latin
America. This community-building effort will enable scholars
and government authorities to use the ConfliBERT-Spanish
cyberinfrastructure to address pressing security challenges in
Latin America.
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